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REQUESTING A SERVICE FROM A
MULTICAST NETWORK

TECHNICAL FIELD

The technical field relates generally to networks. More
particularly, the technical field relates to multicast networks.

BACKGROUND

The Internet, as it has grown considerably in size and
popularity, is being used to provide various services and
applications to users. Diverse applications, such as streaming
a short movie demonstrating how to assemble a piece of
furniture, taking a virtual tour of a real estate property or a
scenic spot, watching a live performance of an artist, and
participating in a networked multi-user computer game or
conference, are all available to users via the Internet.

An important trend is that users are no longer satisfied with
receiving services that are targeted at mass audiences. Users
are demanding services that are tailored to their individual
needs. For example, a user may desire to receive content in a
particular language, or a user may require a transcoded-down
version of a movie to view on a personal digital assistant
(PDA). With the proliferation of personalized services, an
important challenge facing future network infrastructure is
balancing the tradeoffs between providing individualized ser-
vices to each user and making efficient use of network
resources. Due to high bandwidth requirements and intensive
computations incurred by multimedia applications, tradi-
tional unicast delivery of services may not be able to meet the
transmission requirements of individualized services and is
not scalable to efficiently meet the demands of a large number
of service providers and users.

SUMMARY OF THE EMBODIMENTS

According to an embodiment, a method of searching for at
least one of a service path and a service node operable to
provide a requested service via a multicast tree includes
receiving a request for at least one service, and searching
stored information for at least one of a service path and a
service node operable to provide the requested service.

According to another embodiment, a method of requesting
a service in an application layer multicasting network
includes generating a request for a service including at least
one requested service and at least one QoS characteristic
associated with delivering the at least one service, and trans-
mitting the request to a node in a distributed hash table over-
lay network.

According to yet another embodiment, an application layer
multicast network includes a node operable to function as a
distributed hash table node in a distributed hash table overlay
network. The node is operable to store location information
for a plurality of nodes located physically close in the net-
work. The location information for the plurality of nodes
comprises distances measured from each of the plurality of
nodes to a plurality of global landmark nodes and to at least
one local landmark node.

BRIEF DESCRIPTION OF THE DRAWINGS

Various features of the embodiments can be more fully
appreciated, as the same become better understood with ref-
erence to the following detailed description of the embodi-
ments when considered in connection with the accompanying
figures, in which:
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FIG. 1 illustrates a multicast tree in an application layer
multicast network, according to an embodiment;

FIG. 2 illustrates determining location information for
nodes in the network shown in FIG. 1, according to an
embodiment;

FIG. 3 illustrates a 2-dimensional CAN overlay network
for the network shown in FIG. 1, according to an embodi-
ment;

FIG. 4 illustrates using a hash function to translate points in
a landmark space to the overlay network shown in FIG. 3,
according to an embodiment;

FIG. 5 illustrates a flow chart of a method for determining
location information for a node in a network, according to an
embodiment;

FIG. 6 illustrates a flow chart of a method for selecting
nodes or a service path satisfying a request for services,
according to an embodiment;

FIG. 7 illustrates a flow chart of a method for selecting a
node to provide a requested service, according to an embodi-
ment;

FIG. 8 illustrates a peer-to-peer system, according to an
embodiment; and

FIG. 9 illustrates a computer system that may operate as a
node in the peer-to-peer system shown in FI1G. 8, according to
an embodiment.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

For simplicity and illustrative purposes, the principles of
the embodiments are described. However, one of ordinary
skill in the art would readily recognize that the same prin-
ciples are equally applicable to, and can be implemented in,
all types of network systems, and that any such variations do
not depart from the true spirit and scope of the embodiments
of'the invention. Moreover, in the following detailed descrip-
tion, references are made to the accompanying figures, which
illustrate specific embodiments. Electrical, mechanical, logi-
cal and structural changes may be made to the embodiments
without departing from the spirit and scope of the embodi-
ments of the invention.

According to an embodiment, an application layer multi-
cast network is used to deliver services to nodes in a network.
The application layer multicast network is highly scalable
and able to accommodate the stringent requirements of real-
time multimedia and other types of services.

A global information table, including node profiles, is used
to construct and adapt multicast trees in the application layer
multicast network. Node profiles in the global information
table include, for example, location information, service
information for a node in a multicast tree, and QoS charac-
teristics which may be related to measured service path and
node metrics and can be used to minimize service quality
degradation. These node profiles are used to select a node in
the multicast tree to provide services to a given node. For
example, a node desires to receive a particular service. The
node queries the global information table to identify a closest
node in a multicast tree that is operable to provide the
requested service while satisfying specified QoS characteris-
tics associated with delivery requirements of the service. The
node desiring to receive the service may generate a request for
the service including the requested service and specified QoS
characteristics. A service path in the multicast tree is built
from anode identified from the global information table to the
node requesting the service.

An enhanced landmark clustering technique may be used
to find a closest node for providing a requested service. Land-
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mark clustering is used to select a set of candidate nodes from
the global information table operable to provide the service
that are closest to a given node requesting the service. A
clustering algorithm is applied to reduce the size of the set of
candidate nodes to a subset of the set of candidate nodes. The
node requesting the service measures distances to each of the
subset of candidate nodes. The closest node that satisfies
specified QoS characteristics associated with providing and
delivering the service is selected.

A distributed hash table (DHT) overlay network is used to
store the global information table. DHT overlay networks are
logical representations of an underlying physical network,
which provide, among other types of functionality, data
placement, information retrieval, and routing. DHT overlay
networks have several desirable properties, such as scalabil-
ity, fault-tolerance, and low management costs. Some
examples of DHT overlay networks that may be used in the
embodiments of the invention include content-addressable-
network (CAN), PASTRY, CHORD, and expressway routing
CAN (eCAN), which is a hierarchical version of CAN. The
eCAN overlay network is further described in U.S. patent
application Ser. No. 10/231,184, entitled, “Expressway Rout-
ing Among Peers”, filed on Aug. 29, 2002, having a common
assignee as the present application, and is hereby incorpo-
rated by reference in its entirety.

Nodes in the multicast tree and other nodes in the network
are selected to be DHT nodes for implementing the overlay
network and storing the global information table. The DHT
nodes store node profiles of nodes in the multicast tree. In
particular, a landmark vector of a node is used as a key to
identify a location in the overlay network for storing the
node’s profile, such that node profiles for nodes that are
physically close to each other are stored near each other in the
overlay network. As a result, a node can find information
about close-by nodes, such as for constructing a service path
in a multicast tree, in an efficient and scalable manner.

When a DHT node in the overlay network processes a
received request for services, the DHT node attempts to
account for both the user requirements in the request and the
tree quality. For example, the DHT node searches the global
information table to find existing service paths near the
requesting node that satisfy the request. If existing service
paths are not available, then service nodes near the requesting
node that can satisfy the request are identified from the global
information table.

1. Application Layer Multicasting

FIG. 1 illustrates a multicast tree 110 in an application
layer multicast network 100. The multicast tree 110 includes
a source node 10 at the root. The source node 10 is a node that
initially generates content, such as streaming video, music
files, etc. Content other than multimedia may also be gener-
ated from the source node 10. The multicast tree 110 also
includes service nodes 20-22 and user nodes 30-33. A service
is a function that operates on an input and produces an output.
Examples of services include transcoding, encryption, image
repair and analysis, and error correction. Some services are
reversible, such that the output of the initial service may be
converted back to the input. For example, an encryption ser-
vice may also provide de-encryption.

The service nodes 20-22 provide services to other service
nodes and user nodes. The user nodes 30-33 are nodes used by
a user. A node is any device that may send and/or receive
messages via the network. Examples of nodes include rout-
ers, servers, and end-user devices, such as PDA’s, personal
computers, and cellular phones.

Routers 40-42 are shown on the service path 51 to illustrate
the difference between conventional network-layer multi-
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4

casting, also known as IP multicasting, and application layer
multicasting. In conventional network-layer multicasting,
only a single homogenous service is provided, which is data
packet delivery. In application layer multicasting provided in
the multicast tree 110, heterogeneous services are available to
users. Different users may have different service require-
ments when accessing the same content from the source node
10. For example, the user node 31 requires the content from
the source node 10 to be transcoded for a particular type of
end-user device and encrypted, and the user node 30 requires
the content to be transcoded for the same type of end-user
device. Transcoding is a technology used to adapt content so
that it can be viewed on any of the increasingly diverse
devices on the market. Transcoding servers and services
reformat material that would otherwise have to be developed
separately for display on different platforms.

Assuming the service node 21 provides the transcoding
service requested by the user nodes 30 and 31, service paths
50 and 51 are created through the service node 21 for the user
nodes 30 and 31 respectively. The service path 51 for the user
node 31 continues through the service node 22 providing the
encryption service requested by the user node 31. A service
path in the multicast tree 110 is a data path between end hosts,
whereby an end host, for example, may include a source node,
service node or user node.

In network layer multicasting, data packets are replicated
at routers in the network and transmitted to members of a
multicast group. In application layer multicasting, data pack-
ets arereplicated at end hosts, rather than at routers. Referring
to FIG. 1, data packets are replicated at the service node 21. If
network layer multicasting were used, packets would be
duplicated at the routers 40-42 if members of the multicast
group were connected to the routers 40-42. Thus, application
layer multicasting does not change the network infrastruc-
ture, such as by requiring multicast routers, because multi-
casting forwarding functionality is implemented through the
end hosts.

It will be apparent to one of ordinary skill in the art that the
multicast tree 110 is a relatively small multicast tree in the
network 100. The network 100 may include tens of thousands
of nodes with multicast trees delivering services to much
larger groups. Examples of applications that may effectively
utilize application layer multicasting in the network 100 are a
ticker service providing real-time stock quotes over the Inter-
net to a large number of users, a news service delivering news
to users or a popular Internet radio site.

2. Global Information Table

According to an embodiment, nodes in the network 100 use
a global information table stored in a DHT overlay network to
locate desired services. A node joining the network 100 deter-
mines its physical location in the network 100, and uses the
physical location to query the global information table to
identify a closest service node that can provide a desired
service meeting predetermined QoS characteristics, also
referred to as service requirements.

The global information table includes, for example, mea-
sured QoS characteristics, location information, and service
information for a node in a multicast tree. By way of example
and not limitation, a global information schema is shown in
table 1. Other items may be included in the schema as needed.

TABLE 1
ITEMS DESCRIPTION
D Node identifier and service path identifier.
Landmark Vector Node’s physical location in the network, i.e.,

location information for the node.
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TABLE 1-continued

ITEMS DESCRIPTION

Services Provided Services available to be appiled by the
service node.

QoS charcteristics of the node or path, such
as measured node metrics or measured

routing path metrics.

QoS Characteristics

A physical location of a node, also referred to herein as the
node’s location in the network, is the node’s location in the
network relative to other nodes in the network. For example,
location information for the node may be determined by
measuring distances to other nodes in the network, such as
global landmark nodes and local landmark nodes. The loca-
tion information may be used as an estimation of the node’s
physical location in the network. Distance to a node may be
measured using a network metric such as round-trip-time or
network hops. Distances between nodes and associated
physical locations of nodes may not be the same as geographi-
cal distances between nodes and geographical locations of the
nodes, because distances are measured in terms of a network
metric, such as round-trip-time or network hops, and not
measured in terms of a geographical distance metric, such as
kilometers or miles.

Global landmark nodes and local landmark nodes may be
randomly selected from the nodes in a network. Almost any
node in the network may be selected to be a global landmark
node or a local landmark node. The number of nodes selected
to be local landmark nodes and global landmark nodes is
generally much smaller than the total number of nodes in the
network. Also, the total number of global landmark nodes in
the network is generally smaller than the number of local
landmark nodes. The number of global and local landmark
nodes used in the network may depend on the desired accu-
racy of the location information. To minimize network traffic
local landmark nodes may be strategically placed in the net-
work, such as near gateway routers. For example, routers
encountered by a message being routed from the node to a
global landmark can be used as local landmark nodes.

FIG. 2 illustrates an example of using global landmark
nodes and local landmark nodes in the network to generate
location information. Location information is generated for
the nodes 30 and 31 in the network 100 by measuring distance
to global landmark nodes and local landmark nodes. In one
example, distances may be measured to substantially every
global landmark node in the network 100 and to local land-
mark nodes in proximity to the node 30. For example, for
node 30 distances are measured to the global landmarks GLL1
and GL2. Distances are also measured to the local landmark
nodes LL1 and LL2. Distance to a node may be measured
using a known network metric, such as round-trip-time (RTT)
or network hops. For example, the node 30 may transmit a
probe packet to the global landmark node GL.1 and measure
RTT of the probe packet to determine the distance to the
global landmark node GL1. A probe packet, for example, is a
packet generated by node to measure one or more predeter-
mined network metrics, such as RTT.

A landmark vector representing the location information
for the node 30 is generated including the distances to the
global landmark nodes GL.1 and GL.2 and the local landmark
nodes L.I.1 and LIL4. The landmark vector for the node 10 may
be represented as <d(n, GL1), d(n, LL1), d(n, GL2), d(n,
LL4)>, where d is the distance between the nodes and n
represents the node for which location information is being
generated.
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Similarly, location information may be generated for the
node 31. For example, distances are measured to the global
landmarks GL1 and GL2. Distances are also measured to the
local landmark nodes L.I.2 and LL3. A landmark vector rep-
resenting the location information for the node 31 is gener-
ated including the distances to the global landmark nodes
GL1 and GL2 and the local landmark nodes LL.2 and LL3.
The landmark vector for the node may be represented as <d(n,
GL1), d(n, LL2), d(n, GL2), d(n, LL3>.

A location estimation technique that only considers dis-
tance to the global landmarks GL.1 and GL2 may conclude
that nodes 30 and 31 are in close proximity in the network
100, because the nodes 30 and 31 have similar distances to the
global landmark nodes GL1 and GL.2. These types of inac-
curacies are known as false clustering. By accounting for the
distances to the local landmark nodes LI1-LL4, false clus-
tering is minimized and a more accurate estimation of the
physical location of the nodes 30 and 31 is determined.

The network 100 may include many local landmark nodes
and global landmark nodes, not shown. Any of the service
nodes, source nodes, and user nodes shown in FIG. 1 may be
used as local or global landmark nodes. The number of nodes
selected to be local landmark nodes and global landmark
nodes is generally much smaller than the total number of
nodes in the network. Also, the total number of global land-
mark nodes in the network 100 is generally smaller than the
number of local landmark nodes. The number of global and
local landmark nodes used in the network 100 may depend on
the desired accuracy of the location information. Simulations
have shown that a relatively small number of global land-
marks are needed, for example, 15 global landmark nodes for
a network of 10,000 nodes, to generate accurate location
information. Almost any node in the network 100 may be
chosen to be a global landmark node or a local landmark node.
For example, a predetermined number of nodes in the net-
work may be randomly selected to be global landmark nodes
and local landmark nodes, whereby the number of global
landmark nodes is smaller than the number of local landmark
nodes. To minimize network traffic local landmark nodes may
be strategically placed in the network 100, such as near gate-
way routers. For example, nodes near gateway routers may be
selected to be local landmark nodes.

As described above, the nodes 30 and 31 measure distance
to local landmark nodes proximally located to the nodes 30
and 31. In one embodiment, local landmark nodes are proxi-
mally located to a node if the local landmark nodes are on a
routing path to a global node. For example, node 30 transmits
a probe packet to the global landmark node GL.1. The probe
packet encounters local landmark node LLI1, because it is on
the routing path R1 to the global landmark node GL1. The
local landmark node LL1 transmits an acknowledge (ACK)
message back to the node 10. The node 30 determines dis-
tance to the local landmark node LL1, for example, using the
RTT of the probe packet and the ACK message. Also, to
minimize network traffic, a probe packet may keep track of
the number of local landmark nodes that it has encountered,
for example, by updating a field in a packet header similar to
atime-to-live field. If a local landmark node receives a probe
packet that has already encountered a predetermined number
of local landmark nodes, the local landmark node simply
forwards the packet without transmitting an ACK message.

In another embodiment, each of the local landmark nodes
measures its distance to global landmark nodes to obtain its
own landmark vector. These landmark vectors are stored in a
global information table that is stored in the nodes in the
network 100. The global information table is queried to iden-
tify local landmark nodes in proximity to a node. For
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example, the node 30 queries the global information table to
identify local landmark nodes, such as the local landmark
nodes LL.1 and LL4, in proximity with the node 10. This may
include identifying local landmark nodes having landmark
vectors with a predetermined similarity to the node 10,
wherein the predetermined similarity is related to a distance
threshold between the node and the landmark node. Then, the
node 30 determines distance to the local landmark nodes LL1
and LL4. Thus, a local landmark node need not be in a routing
path to a global landmark node to be considered proximally
located to the node 10.

Each node in the network 100 may generate location infor-
mation, such as landmark vectors, by determining distances
to the global landmark nodes and proximally located local
landmark nodes. Each node stores its location information in
a global information table. Thus, the global information table
may include landmark vectors for substantially all the nodes
in the network.

The global information table is stored in a distributed hash
table (DHT) overlay network. DHT overlay networks are
logical representations of an underlying physical network,
such as the network 100, which provide, among other types of
functionality, data placement, information retrieval, and rout-
ing. A DHT overlay network provides a hash table abstraction
that maps keys to values. For example, data is represented in
anoverlay network as a (key, value) pair, such as (K1, V1). K1
is deterministically mapped to a point P in the overlay net-
work using a hash function, e.g., P=h(K1). An example of a
hash function is checksum or a space filling curve when
hashing to spaces of different dimensions. The key value pair
(K1, V1) is then stored at the point P in the overlay network,
i.e., at the node owning the zone where point P lies. The same
hash function is used to retrieve data, and this hash function is
used by all the nodes in the DHT overlay network. For
example, the hash function is used to calculate the point P
from K1. Then the data is retrieved from the point P.

In one example, the global information table is stored in a
CAN overlay network, however other types of DHT overlay
networks may be used. In this example, a landmark vector or
aportion of the landmark vector for a node is used as a key to
identify a location in the DHT overlay network for storing
information about the node. By using the landmark vector as
a key, information about nodes physically close to each other
in the underlying physical network are stored close to each
other in the DHT overlay network, resulting in a minimal
amount of traffic being generated when identifying a set of
nodes close to a given node in the network.

FIG. 3 illustrates an example of a 2-dimensional CAN
overlay network 300, which is a logical representation of the
underlying physical network 100. The nodes 301-304 shown
in FIG. 3 are not shown in the network 100 shown in FIG. 1,
but the nodes 301-304 may also be in the network 100. A
CAN overlay network logically represents the underlying
physical network using a d-dimensional Cartesian coordinate
space on a d-torus. FIG. 3 illustrates a 2-dimensional [0,1]x
[0,1] Cartesian coordinate space in the overlay network 300.
The coordinates for the zones 310-314 are shown. The Car-
tesian space is partitioned into CAN zones 310-314 owned by
nodes 301-304 and 31, respectively. Each DHT node in the
overlay network owns a zone. The nodes 302, 303 and 304 are
neighbor nodes to the node 31 and the nodes 301 and 31 are
neighbor nodes to the node 304. Two nodes are neighbors if
their zones overlap along d-1 dimensions and abut along one
dimension. For example, the zones 310 and 314 abut along [0,
0.5]%[0.5, 0]. The zones 310 and 313 are not neighbor zones
because these zones do not abut along a dimension.
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The nodes 301-304 and 31 each maintain a coordinate
routing table that may include the IP address and the zone
coordinates in the overlay network of each of its immediate
neighbors. The routing table is used for routing from a source
node to a destination node through neighboring nodes in the
DHT overlay network 300.

Assume the node 31 is transmitting a request for data, such
as data from the global information table stored at the node
301, from a point P in the zone 314 owned by the node 301.
Because the point P is not in the zone 31 or any of the
neighboring zones of the zone 311, the request for data is
routed through a neighboring zone, such as the zone 313
owned by the node 302 to the node 301 owning the zone 314
where point P lies. Thus, a CAN message includes destination
coordinates, such as the coordinates for the point P deter-
mined using the hash function, for routing. The overlay net-
work shown in FIG. 3 may be a portion of the overlay network
300. The overlay network 300 may include thousands of DHT
nodes forming the overlay network. Also, the number of
dimensions of the overlay network may be much larger than
2 dimensions.

The global information table includes information about
the nodes in the network 100, and the information is stored in
the nodes in the DHT overlay network 300. To store informa-
tion about a node in the global information table, the land-
mark vector for the node, which includes distances to the
global landmark nodes in the network and distances to proxi-
mally located local landmark nodes, is used as a key to iden-
tify a location in the DHT overlay network for storing infor-
mation about the node. By using the landmark vector or a
portion of the landmark vector, such as the distances to the
global landmark nodes, as a key, information about nodes
physically close to each other in the network are stored close
to each other in the DHT overlay network.

FIG. 4 illustrates mapping points from a landmark space
400, including landmark vectors 410 and 420 for the nodes 30
and 31, to the CAN DHT overlay network 300. The landmark
space 400 is a logical representation of a space for mapping
the landmark vectors of the nodes in the network 100. The
landmark space 400 is being shown to illustrate the mapping
of the landmark vectors to locations in the DHT overlay
network 300 for storing information in the global information
table.

The global landmark portions of the landmark vectors for
the nodes 30 and 31 are used to identitfy points in the landmark
space 400 that are mapped to the DHT overlay network 100
for storing information in the global information table. The
global landmark portion for the nodes 30 and 31 is <d(n,
GL1), d(n, GL2))>, where d is distance to the global landmark
nodes and n is the node 30 or 31. Each node in the network 100
may be mapped to the landmark space 400 using the global
landmark portion of the respective landmark vector. Also, the
landmark space 400 may be much greater than two dimen-
sions. The number of dimensions may be equal to the number
of'global landmark nodes used in the network 100. The nodes
30 and 31 are positioned in the landmark space 400 at coor-
dinates based on their landmark vectors. Thus, nodes close to
each other in the landmark space 400 are close in the physical
network 100.

A hash function is used to translate physical node location
information (e.g., landmark vectors or global portion of the
landmark vectors) from the landmark space 400 to the DHT
overlay network 300, such that points close in the landmark
space 400 are mapped to points that are close in the DHT
overlay network 300. FIG. 4 illustrates using a hash function
to translate the points for the nodes 30 and 31 in the landmark
space 400 to the overlay network 300. The hash function is
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used to determine the points 30' and 31" in the overlay network
300 that correspond to the points in the landmark space 400
for the nodes 30 and 31. The information for the nodes 30 and
31 is stored in the nodes that own the zone where the points 30'
and 31' are located. Thus, by hashing the global landmark
portion of a landmark vector, a node in the overlay network
300 is identified for storing information in the global infor-
mation table, such as the complete landmark vector for the
node 30, the services provided by the node 30 if any, and
possibly QoS characteristics associated with the node and the
services. Thus, the global information table is stored among
the nodes in the DHT overlay network 300, such that a global
information table stored at a node in the DHT overlay net-
work includes information about nodes physical close in the
underlying physical network 100.

It should be noted that the location in the DHT overlay
network for storing information in the global information
table about a given node may not be the same location of the
given node in the DHT overlay network. For example, refer-
ring to FIG. 3, the node 31 is located in the DHT overlay
network 300 in zone 311. Hashing the global portion of the
landmark vector of the node 31 may identify a location in the
zone 314 owned by the node 301. Thus, information for the
node 30 is stored in the global information table at the node
301.

Using a DHT overlay network to store landmark vectors is
further described in U.S. patent application Ser. No. 10/666,
621, entitled “Utilizing Proximity Information in an Overlay
Network” by Tang et al., having a common assignee with the
present application, which is hereby incorporated by refer-
ence in its entirety. In certain instances, the number of dimen-
sions of the landmark space may be larger than the number of
dimensions of the overlay network. A hash function compris-
ing a space filling curve may be used to map points from the
larger dimension space to the smaller dimension space, which
is also described in the aforementioned patent application,
U.S. patent application Ser. No. 10/666,621, incorporated by
reference.

3. Multicast Tree Construction

The network 100 shown in FIG. 1 is operable to deliver
personalized services that meet the individual needs of users
while keeping the structure of multicast trees in the network
100 efficient. To meet these criteria, service path expressions
specifying requested services and service requirements (e.g.,
QoS characteristics) are used to identify personalized ser-
vices requested by a user. Then, a tree construction algorithm
attempts to satisfy the user’s request by reusing existing ser-
vice paths or augmenting existing service paths. To maximize
efficiency in terms of network resource utilization, the tree
construction algorithm uses information in the global infor-
mation table to identify the closest nodes that are operable to
provide the services and service requirements specified in the
request. Also, the following three heuristics are utilized: to the
extent possible, service paths are reused; to the extent pos-
sible, new service paths are created from existing service
paths; and a new service component, such as service node
newly added to the network to provide a requested service,
should be as near as possible to a node requesting the service.

Service paths in the network 100 are built starting from
service path expressions. A service path expression specifies
a list of requested services and the order of applying the
services. The order in which the services are applied may be
significant. For example, typically a transcoding service
needs to be applied before an encryption service. An example
of a service path expression is as follows. Assume f and g
represent an encryption service and a transcoding service
respectively. The user node 31 in the network 100 shown in
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FIG. 1 is requesting the encryption and transcoding services.
A service path expression f{(g(O)) is generated at the user
node 31 and transmitted to the DHT overlay network to
search for the requested services. In the service path expres-
sion f(g(0)), g(O) represents that the transcoding service
should be applied to the source content, such as provided by
the source node 10, first. Then, the encryption service should
be applied to the output of the transcoding service.

The service path expression may also include service
requirements. A service requirement is a QoS characteristic
that affects the application and/or delivery of a service.
Examples of QoS characteristics associated with a service
node are storage capacity, computing capacity, load, etc.
Examples of QoS characteristics associated with a service
path are delay to the root, bottleneck bandwidth, number of
service nodes in a service path, node IDs of nodes in a path to
the root, etc. Examples of service requirements in a service
path expression are delay<100 ms and bandwidth>100 kbs.
The user can specify preferences by placing more preferable
service requirements earlier in the service path expression if
multiple service requirements are provided. Thus, even if less
preferable service requirements cannot be met by a particular
service path, that service path may be selected to deliver the
service if it is the most optimum selection among available
service paths. As described above, the service path expression
may include a list of requested of services and service require-
ments. An example of a service path expression including a
list of requested of services and service requirements is {f(g
(0)): delay<100 ms; bandwidth>100 kbs}.

When a node wants to join a multicast tree to receive one or
more services, the node computes its landmark vector and
submits its request, including the service path expression, to
the DHT overlay network. For example, assume node 31
shown in FIG. 1 desires to receive encryption and transcoding
services for the content from the source node 10. The node 31
determines its landmark vector by measuring distances to
global landmark nodes and proximally located local land-
mark nodes in the network 100. The node 31 hashes the global
portion of its landmark vector to identify a node in the DHT
overlay network for transmitting the request, including the
service path expression. The request is routed to that node,
e.g., the node 301 shown in FIG. 3.

The DHT overlay network selects a set of candidate nodes
closest to the node 31 that can satisfy the request. For
example, the node 301 searches the global information table
to identify a set of candidate nodes closest to the node 31 that
are operable to provide the requested services within the
service requirements specified in the service path expression
in the request. Searching the global information table may
include searching the global information table stored at the
node 31 and its neighbor nodes. Information for nodes close
to the node 31 is stored at the node 301 or its neighbor nodes,
because information for nodes physically close in the net-
work 100 is stored close in the DHT overlay network 300 by
hashing landmark vectors, such as described above.

When searching the global information table, the node 301
identifies service nodes that are able to provide the requested
service within the requested service requirements. Assume f
and g represent an encryption service and a transcoding ser-
vice requested by the 20 node 31, and O represents the content
from the source node 10. The service path expression includes
f(g(0)). The node 301 searches the global information table
to determine whether a close-by service path for f(g(O)) is
available. If the service path is available, such as the service
path 51 shown in FIG. 1, then the node 31 connects to the
service node 22 as a child to receive the requested services.
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If no existing service path matches the request, then the
node 301 searches the global information table to find a set of
candidate nodes close to the node 30 that can provide the
services f and a set of candidate nodes that can provide the
service g(O). For example, the node 301 compares the global
landmark portion of the landmark vector of the node 31 to the
global landmark portions of the landmark vectors for the
service nodes that can provide the requested service. One
measure of similarity between the landmark vectors or the
global portions of the landmark vectors is the cosine of the
angle between two landmark vectors. Landmark vectors that
are the most similar to the landmark vector of the node 31 may
be selected as a candidate node. The number of candidate
nodes selected may be based on the desired accuracy for
finding the closest node. From the comparison of landmark
vectors or global portions of the landmark vectors, a set of
candidate nodes is selected that are closest to the node 31.

If an existing service path for a requested service is avail-
able, then the node 301 searches for a service node close to the
node 31 that can provide the remaining service. For example,
if the service path for g(O) exists, then the node 301 searches
for a service node close to the node 31, such as the service
node 21, that can provide the service f.

In certain cases, a current service may need to be undone to
provide the desirable service. For instance, if the service path
! (g(0)) is available, where ' represents a reversible de-
encryption service, then the node providing the reversible
service is requested to provide the service f instead of f*.
Then, that service path is used.

If a set of candidate nodes are identified by the node 301
that can provide the requested service, the node 301 uses the
complete landmark vectors of all the candidate nodes and the
complete landmark vector of the node 31 to apply a clustering
algorithm to identify a subset of the set of candidate nodes
that are closest to the node 31. A clustering algorithm is any
algorithm that may be used to identify a subset of values from
aninitial set of values based on predetermined characteristics,
such as similarities between location information. Four
examples of clustering algorithms, described below by way
of'example and not limitation, are min_sum, max_diff, order,
and inner product.

The min_sum clustering algorithm assumes that if there are
a sufficient number of landmark nodes, global and local, that
two nodes n and ¢ measure distances against, it is likely one of
the landmark nodes, L, is located on a shortest path between
the two nodes n and ¢, where n is a given node, such as the
node 31, and ¢ is a node in the initial set of candidate nodes
determined to be close to the node 31. An example of the node
L is the global landmark node GL.1, shown in FIG. 2, located
on the shortest path between the nodes 30 and 31.

For min_sum, the sum of dist(n, L) and dist(c, L) should be
minimal. For the node n and its initial set of candidate nodes,
represented as C, min_sum (n, C) is formally defined using
equation 1 as follows:

M e pern,e(dist(,L)+dist(c,L)). Equation (1)

In equation 1, C is the set of candidate nodes, ¢ is an
element of the set C, and L(n, ¢) is the common set of land-
mark nodes, global and local, that the nodes n and ¢ have
measured against. Using equation 1, nodes from the candi-
date nodes C are selected for the subset of top candidates
closest to the node n if they have the smallest distance sums
for dist(n, L)+dist(c, L). Similarly, the assumption behind
max_dif f is that if there are sufficient number of landmark
nodes, global and local, that both n and ¢ measure distances
against, then there is a large likelihood that there exists a
landmark node L such that ¢ is on the shortest path from n to
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L or n is on the shortest path between ¢ and L. In that case the
ABS(dist(n, L)-dist(c, L)) may be used to identify a subset of
the candidate nodes closest to the node n. The function ABS
(x) returns the absolute value of x. Max_dif f(n, C)is formally
defined using equation 2 as follows:

MAX e iz er.(n,eABS(dist(r,L)~dist(c,L)). Equation (2)

For order, which is another example of a clustering algo-
rithm, an assumption is made that if two nodes have similar
distances to a set of common nodes, then the two nodes are
likely to be close to each other. Using the order clustering
algorithm, a node measures its RTT to the global landmark
nodes and sorts the global landmark nodes in increasing
RTTs. Therefore, each node has an associated order of global
landmark nodes. Nodes with the same or similar order of
global landmark nodes are considered to be close to each
other. This technique however, cannot differentiate between
nodes with the same global landmark orders, and thus is prone
to false clustering.

For the nodes n, ¢, and L, where L is an element of the set
of landmark nodes, global or local, that is common to the
landmark vectors of nodes n and ¢, represented as L. € L(n, ¢),
the order of global landmarks in the landmark vector for the
node n is defined as the order of global landmark nodes in the
sorted list of all nodes L(n, ¢) based on their distances to the
node n. The order of global landmark nodes is similarly
defined. Thus, the order(n, c) is defined in equation 3 as
follows:

Milyy ez g, ABS(order(Z)r—order(L)c). Equation (3)

The clustering algorithm inner_product assumes that if a
landmark node is close to a node n, then that landmark node
can give a better indication of the location of the node nin the
network. For example, the landmark vector for the node 31
may be represented as <d(n, GL1), d(n, LL1), d(n, GL2), d(n,
LL4)>, where d is the distance between the nodes and n
represents the node 31. If d(n, LL1) is shorter than d(n, LL4),
then d(n, LL1) is given more weight by the inner_product
clustering algorithm when comparing landmark vectors for
the node 31 and the landmark vectors for the candidate nodes.
The inner_product (n, ¢) is defined in equation 4 as follows:

MaXsy ez 0((1 0/(dist(m,L)?)x ((1.0/(dist(c,L)?))). Equation (4)

The landmark clustering algorithms described above are
examples of algorithms that may be used to identify a subset
of the initial set of candidate nodes that are closest to a node
n. Other known clustering algorithms, such as k-means, prin-
cipal component analysis, and latent semantic indexing, may
be used to select the subset of candidate nodes.

After the subset of candidate nodes are identified, a list of
the subset of candidate nodes is transmitted to the node 31.
The node 31 performs some additional measurements and
selects a service node from the subset that can satisfy the
request and maintain a reasonably efficient multicast tree. For
example, the node 31 measures distance to each of the subset
of'candidate nodes. The node 31 may also measure for service
path requirements, such as delay and bandwidth between
node 31 and the subset of candidate nodes. A service node,
such as the service node 22 shown in FIG. 1, from the subset
of candidate nodes is selected that is closest to the node 31 and
that can meet the requested service path requirements. If
nodes for two services, such as the services fand g, are being
selected, then the node 31 performs measurements to each
subset of candidate nodes returned by the node 301 for select-
ing service nodes providing the services f and g.

Service paths are constructed to the selected service nodes.
This may include either reusing an existing service path by
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attaching to a node as its child or constructing a new service
path by adding links between multiple nodes.

FIG. 5 illustrates a flow chart of a method for determining
location information for nodes, according to an embodiment.
FIG. 5 is described with respect to the network 100 shown in
FIGS. 1 and 2 and the overlay network 300 shown in FIGS. 3
and 4 by way of example and not limitation. At step 501, the
node 31 determines distances to the global landmark nodes in
the network 100. For example, the node 31 measures dis-
tances to the global landmark nodes GL.1 and GL.2, shown in
FIG. 3, using RTT or another network metric.

At step 502, the node 31 determines distances to local
landmark nodes in proximity to the node 31. This may include
the local landmark nodes L2 and LL3, shown in FIG. 3,
encountered by a probe packet measuring RTTs to the global
landmark nodes GL.1 and GL.2. In another example, distances
to all local landmark nodes within a predetermined distance
to the node are determined using the global information table.
This may be determined by comparing landmark vectors for
nodes. Nodes with landmark vectors having a predetermined
similarity are selected from the global information table.

Steps 501 and 502 may be performed together. For
example, when the local landmark nodes reside on the routing
path, probing the global landmark node gets the distances to
the corresponding local landmarks with substantially no mes-
saging overhead. For example, substantially all the routers in
the network may be selected as local landmark nodes and
traceroute or another similar network utility is used to obtain
the distances to global and local landmark nodes. In this
example, distance to every router in a routing path between a
node and a global landmark node may not be measured. For
example, a time-to-live field may be utilized, such that dis-
tances to only the first predetermined number of routers
receiving the probe packet are measured. Alternatively, dis-
tances to, for example, the 1%, 27%, 4” 8" and 16” routers are
measured. Thus, distances to a number of routers less than the
total number of routers on a routing path to a global landmark
node may be measured.

At step 503, location information for the node 31 is gener-
ated using the distances to the global landmark nodes and the
local landmark nodes. For example, a landmark vector is
generated for the node 31, shown in FIG. 4 as vector 420,
including the distances to the global landmark nodes GL.1 and
GL2 and the distances to the local landmark nodes LL2 and
LL3.

At step 504, the node 31 stores its location information,
such as its landmark vector, in the global information table. In
one example, this includes hashing the global landmark por-
tion of the landmark vector to identify a location in the DHT
overlay network 300, shown in FIGS. 3 and 4, for storing the
location information and possibly other information about the
node 31. The other information may include QoS character-
istics, such as information about node metrics and service
path metrics, node IfD, and services provided, such as shown
in Table 1.

FIG. 6 illustrates a flow chart of a method 600 for identi-
fying service nodes and/or a service path for providing
requested services according to an embodiment. FIG. 6 is
described with respect to the network 100 shown in FIGS. 1
and 2 and the overlay network 300 shown in FIGS. 3 and 4 by
way of example and not limitation. At step 601, a node in the
DHT overlay network, such as the node 301 shown in FIG. 3,
receives a request for services. For example, the node 31
transmits a request for services to the DHT overlay network
300 shown in FIG. 3. This may include the node 31 hashing
the global portion of its landmark vector to identify a point in
the DHT overlay network 300. The node 31 transmits the
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request to a node, such as the node 301, in the DHT overlay
network 300 owning the zone where the identified point is
located. The request includes a service path expression iden-
tifying one or more requested services and service require-
ments, if any.

At steps 602-606, the node 301 searches the global infor-
mation table for service paths or service nodes that satisfy the
request. Searching the global information table may include
searching the global information table stored in the node 301
and in surrounding nodes, which may include neighbor nodes
and possibly neighbor nodes to the neighbor nodes. At step
602, the node 301 searches the global information table for a
service path that satisfies the request for services. For
example, if the request for services includes transcoding and
encryption, the node 301 searches the global information
table for a service path including transcoding and encryption
in that order. If the service path exists, then a service path to
the node 31 is constructed at step 603. For example, the node
31 transmits a request to join the tree 110 as a child to the
service node 22.

At step 604, if the service path does not exist, the node 301
searches for a partial service path, such as a service path
transcoding the content from the source node 10. If a partial
service path exists, then at steps 605 and 607 the node 301
searches for a set of candidate nodes physically close to the
node 31 that provides the remaining service. If, at step 604, a
partial service path is not available, then the node 301
searches the global information table, at steps 605 and 607,
for a set of candidate nodes physically close to the node 31
that can provide the transcoding service and a set of candidate
nodes physically close to the node 31 that can provide the
encryption service.

At steps 605 and 607, if the node 301 identifies a plurality
of service nodes from the global information table that can
provide the requested service, the node 301 applies a cluster-
ing algorithm to the identified nodes to select a set of candi-
date nodes from the plurality of nodes that are closest to the
node 31. A list of the set of candidate nodes, including their
landmark vectors, is transmitted to the node 31. The node 31,
selects one of the candidate nodes to be included in the service
path for receiving the requested services, for example, by
performing distance and QoS measurements to each of the
candidate nodes.

At step 606, if the node 301 searching the global informa-
tion table cannot find a service node that can provide the
requested service, then the node 301 transmits a message to
the node 31 indicating that the service node providing the
requesting service cannot be found. The node 31 then trans-
mits a request for services to another DHT node. For example,
the node 31 may hash the landmark vectors for other nodes in
its routing table to identify another DHT node for transmit-
ting the request for services. That DHT node then searches its
global information table for service paths or service nodes
satisfying the request.

At steps 602 and 604, the node 301 may attempt to identify
from the global information table an existing service path or
a partial existing service path that is within a predetermined
distance to the node 31. Similarly, at step 605, the node 301
may attempt to identify from the global information table one
or more candidate nodes that are within a predetermined
distance to the node 31. Landmark vectors may be compared
to determine whether a node is within a predetermined dis-
tance to another node. One measure of similarity between the
landmark vectors or the global portions of the landmark vec-
tors is the cosine of the angle between two landmark vectors.
If'a service path and/or a service node within a predetermined
distance and operable to provide the requested service cannot
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be found in the global information table, then another DHT
node may be searched. Also, the request may include a service
requirement, such as a QoS characteristic. The global infor-
mation table may store certain QoS characteristics for each
node. In one example, if a service path and/or a service node
operable to satisfy the service requirement cannot be found in
the global information table, then another DHT node may be
searched. In another example, the requesting node may deter-
mine whether a service requirement can be met, such as
described with respect to step 704 in the method 700.

FIG. 7 illustrates a flow chart of a method 700 for identi-
fying a service node for providing a requested service accord-
ing to an embodiment. FIG. 7 is described with respect to the
network 100 shown in FIGS. 1 and 2 and the overlay network
300 shown in FIGS. 3 and 4 by way of example and not
limitation. At step 701, the node 31 determines distances to
the global landmark nodes in the network 100. For example,
the node 31 measures distances to the global landmark nodes
GL1 and GL2, shown in FIG. 3, using RTT or another net-
work metric.

At step 702, the node 31 transmits a request for services to
the DHT overlay network 300 shown in FIG. 3. This may
include the node 31 hashing the global portion of'its landmark
vector to identify a point in the DHT overlay network 300.
The node 31 transmits the request to a node, such as the node
301, in the DHT overlay network 300 owning the zone where
the identified point is located. The request includes a service
path expression identifying one or more requested services
and service requirements, if any.

Atstep 703, the node 31 receives a list of a set of candidate
nodes from the node 301 that can provide the requested ser-
vice. Steps 605 and 607 in the method 600 described above
are performed by the node 301 to identify the set of candidate
nodes.

At step 704, the node 31 selects a closest node that satisfies
service path requirements from the set of candidate nodes.
Service path requirements may be provided in the service
path expression that also includes the requested services. The
service path requirements include QoS characteristics for
providing the requested services. For example, the node 31
measures distance to each of the subset of candidate nodes.
The node 31 may also measure for service path requirements,
such as delay and bandwidth between the node 31 and the
subset of candidate nodes. A service node, such as the service
node 22 shown in FIG. 1, from the subset of candidate nodes
is selected that is closest to the node 31 and that can meet the
requested service path requirements. Certain QoS character-
istics, such as node storage capacity or processing capacity,
may also be determined by each of the set of candidate nodes
and transmitted to the node 31.

FIG. 8 illustrates a peer-to-peer (P2P) communications
model that may be used by the underlying physical network,
such as the networks 100 shown in FIGS. 1 and 2, according
to an embodiment. P2P networks are commonly used as the
underlying physical network for DHT overlay networks, such
as the CAN DHT overlay network 300 shown in FIGS. 3 and
4. A P2P network 800 includes a plurality of nodes 810a . . .
810z functioning as peers in a P2P system. The nodes
810aq . . . 810n exchange information among themselves and
with other network nodes over a network 820. The nodes
810q . . . 8102 may also determine which nodes 810a . . . 8102
perform other functions of a peer in a P2P system, such as
object search and retrieval, object placement, storing and
maintaining the global information table, etc. Objects may
include files, URLs, etc. The nodes 810a . . . 810% may be
computer systems (e.g., personal digital assistants, laptop
computers, workstations, servers, and other similar devices)
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that have a network interface. The nodes 8104 . . . 010z may
be further operable to execute one or more software applica-
tions (not shown) that include the capability to share infor-
mation (e.g., data, applications, etc.) in a P2P manner and the
capability to operate as nodes in a DHT overlay network.

The network 820 may be operable to provide a communi-
cation channel among the nodes 810q . . . 810%. The network
820 may be implemented as a local area network, wide area
network or combination thereof. The network 820 may
implement wired protocols, such as Ethernet, token ring, etc.,
wireless protocols, such as Cellular Digital Packet Data,
Mobitex, IEEE 802.11b, Bluetooth, Wireless Application
Protocol, Global System for Mobiles, etc., or combination
thereof.

Some of the information that may be stored in the nodes
810qa . . . n is shown for node 810a. The node 8104 stores a
routing table 831 and the global information table 832. Infor-
mation stored in the global information table is described
with respect to table 1 above. In addition, the global informa-
tion table may include measured distances and measured QoS
characteristics. For example, if the node 810a measures dis-
tances to each candidate node of set of candidate nodes
returned from the DHT overlay network and measures QoS
characteristics associated with each of the candidate nodes,
the measured distances and QoS characteristics may be stored
in the global information table.

FIG. 9 illustrates an exemplary block diagram of a com-
puter system 900 that may be used as a node in the P2P
network 800 shown in FIG. 8. The computer system 900
includes one or more processors, such as processor 902, pro-
viding an execution platform for executing software.

Commands and data from the processor 902 are commu-
nicated over a communication bus 904. The computer system
900 also includes a main memory 906, such as a Random
Access Memory (RAM), where software may be executed
during runtime, and a secondary memory 908. The secondary
memory 908 includes, for example, a hard disk drive 910
and/or a removable storage drive 912, representing a floppy
diskette drive, a magnetic tape drive, a compact disk drive,
etc., or a nonvolatile memory where a copy of the software
may be stored. The secondary memory 908 may also include
ROM (read only memory), EPROM (erasable, programmable
ROM), EEPROM (electrically erasable, programmable
ROM). In addition to software, routing tables, the global
information table, and measured QoS characteristics may be
stored in the main memory 906 and/or the secondary memory
908. The removable storage drive 912 reads from and/or
writes to a removable storage unit 914 in a well-known man-
ner.

A user interfaces with the computer system 900 with one or
more input devices 98, such as a keyboard, a mouse, a stylus,
and the like. The display adaptor 922 interfaces with the
communication bus 904 and the display 920 and receives
display data from the processor 902 and converts the display
data into display commands for the display 920. A network
interface 930 is provided for communicating with other nodes
via the network 920 shown in FIG. 9. Also, sensors 932 are
provided for measuring QoS characteristics for the node,
which may include forward capacity, load, bandwidth, etc.

One or more of the steps of the methods 500, 600, and 700
may be implemented as software embedded on a computer
readable medium, such as the memory 906 and/or 908, and
executed on the computer system 900. The steps may be
embodied by a computer program, which may exist in a
variety of forms both active and inactive. For example, they
may exist as software program(s) comprised of program
instructions in source code, object code, executable code or
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other formats for performing some of the steps. Any of the
above may be embodied on a computer readable medium,
which include storage devices and signals, in compressed or
uncompressed form.

Examples of suitable computer readable storage devices
include conventional computer system RAM (random access
memory), ROM (read only memory), EPROM (erasable, pro-
grammable ROM), EEPROM (electrically erasable, pro-
grammable ROM), and magnetic or optical disks or tapes.
Examples of computer readable signals, whether modulated
using a carrier or not, are signals that a computer system
hosting or running the computer program may be configured
to access, including signals downloaded through the Internet
or other networks. Concrete examples of the foregoing
include distribution of the programs on a CD ROM or via
Internet download. In a sense, the Internet itself, as an abstract
entity, is a computer readable medium. The same is true of
computer networks in general. It is therefore to be understood
that those functions enumerated below may be performed by
any electronic device capable of executing the above-de-
scribed functions.

By way of example and not limitation, some examples of
the steps that may be performed by the software may include
steps for determining distances to nodes and generating loca-
tion information. For example, the software instructs the pro-
cessor 902 to use other hardware for generating probe packets
for measuring RTT to global landmark nodes to determine
distance. In another example, the software may generate a
request to the global information table for identifying local
landmark nodes within a predetermined proximity and mea-
sure distances to those local landmark nodes. The software
includes instructions for implementing the DHT overlay net-
work and for storing information to the global information
table. The software includes instructions for hashing a land-
mark vector to identify alocation in the DHT overlay network
for transmitting a request for services or for storing informa-
tion.

Other examples of steps that may be performed by the
software may include steps for generating a service path
expression from user input, and searching the global infor-
mation table as described in the method 600. Also, software
may be used to select a closest node from a set of candidate
nodes that also satisfies service path requirements, as
described in the method 700.

It will be readily apparent to one of ordinary skill in the art
that other steps described herein may be performed by the
software. For example, if the computer system 900 is selected
as a local landmark node, the computer system 900 may
respond to received probe packets by generating an ACK
message transmitted back to a node. Thus, the node transmit-
ting the probe packet is able to determine distances to proxi-
mally located landmark nodes.

Those skilled in the art will readily recognize that various
modifications to the described embodiments may be made
without departing from the true spirit and scope of the
embodiments. For example, it will be apparent to one of
ordinary skill in the art that the advantages of storing location
information as described herein can be applied to many appli-
cations, such as information storage, load balancing, conges-
tion control, meeting service requirements, taking advantage
of'heterogeneity in storage capacity and forwarding capacity,
etc. The terms and descriptions used herein are set forth by
way of illustration only and are not meant as limitations. In
particular, although the method has been described by
examples, the steps of the method may be performed in a
different order than illustrated or simultaneously. Those
skilled in the art will recognize that these and other variations
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are possible within the spirit and scope as defined in the
following claims and their equivalents.

What is claimed is:
1. A method of searching for at least one of a service path
and a service node operable to provide a requested service via
a multicast tree, the method comprising:
receiving a request for at least one service;
searching stored information at a node receiving the
request for at least one of a service path and a service
node operable to provide the requested service;

searching the stored information to identify a plurality of
service nodes operable to provide the requested service
in response to a service path not existing that is operable
to provide the requested service;

applying a clustering algorithm to the plurality of service

nodes to identify a set of candidate service nodes from
the plurality of service nodes closest to a node request-
ing the service and to further reduce the size of the set of
candidate service nodes; and

providing the set of candidate service nodes to the node

requesting the service such that the node requesting the
service can measure a distance to each of the set of
candidate service nodes to determine a closest candidate
service node that is operable to provide the requested
service and satisfy a QoS characteristic identified in the
request, wherein the QoS characteristic is associated
with delivering the requested service, and

wherein the information is stored in the node by

receiving location information for the plurality of nodes;

receiving information associated with services provided
by the plurality of nodes; and

storing the location information and the information
associated with services.

2. The method of claim 1, wherein the stored information
comprises a global information table, the global information
table including at least the location information and the infor-
mation associated with services provided for nodes in a dis-
tributed hash table overlay network.

3. The method of claim 2, wherein the distributed hash
table overlay network is a logical representation of a physical
network including the multicast tree.

4. The method of claim 3, wherein the global information
table includes information for nodes physically close in the
physical network.

5. The method of claim 1, wherein searching stored infor-
mation comprises:

searching the stored information to determine whether a

service path or a service node exists that is operable to
provide the requested service and satisfy a QoS charac-
teristic identified in the request, the QoS characteristic
being associated with delivering the requested service.

6. The method of claim 1, wherein searching the stored
information comprises:

searching the stored information to determine whether a

service path exists that is operable to provide the
requested service or is operable to provide at least one of
the requested services if a plurality of services are
requested.

7. The method of claim 6, wherein searching the stored
information to determine whether a service path exists com-
prises:

searching the stored information to determine whether a

service path exists that is operable to provide the
requested service and is within a predetermined distance
to a node requesting the service.
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8. The method of claim 1, wherein the request comprises
information identitying a plurality of requested services and
an order for delivering the requested services.

9. The method of claim 1, wherein the request comprises
information identifying at least one requested service and at
least one QoS characteristic associated with delivering the
requested service.

10. The method of claim 1, wherein searching stored infor-
mation comprises searching stored information for at least
one of a service path and a service node operable to provide
the requested service via a multicast in an application layer
multicasting network.

11. A method of storing information in a node in an appli-
cation layer multicast network, wherein the method com-
prises:

receiving location information for a plurality of nodes;

receiving information associated with services provided by

the plurality of nodes; storing the location information
and the information associated with services in a table,
wherein the location information for the plurality of
nodes comprises distances measured from each of the
plurality of nodes to a plurality of global landmark nodes
and to at least one local landmark node, and the at least
one local landmark node is on arouting path to one ofthe
global landmark nodes;

searching stored information at the node for at least one of

a service path and a service node operable to provide the
requested service and to identify a plurality of service
nodes operable to provide the requested service in
response to a service path not existing that is operable to
provide the requested service;

applying a clustering algorithm to the plurality of service

nodes to identify a set of candidate service nodes from
the plurality of service nodes closest to a node request-
ing the service and to further reduce the size of the set of
candidate service nodes; and

providing the set of candidate service nodes to the node

requesting the service such that the node requesting the
service can measure a distance to each of the set of
candidate service nodes to determine a closest candidate
service node that is operable to provide the requested
service and satisfy a QoS characteristic identified in the
request, wherein the QoS characteristic is associated
with delivering the requested service.

12. The method of claim 11, further wherein the at least one
local landmark node is proximally located to a respective
node of the plurality of nodes.

13. The method of claim 12, further comprising:

storing a QoS characteristic associated with at least one of

the plurality of nodes in the table.

14. The method of claim 13, further comprising:

storing at least one of a node identifier and a service path

identifier for each of the plurality of nodes in the table.

15. The method of claim 11, wherein receiving location
information for a plurality of nodes comprises receiving loca-
tion information for a plurality of nodes, the nodes being
located physically close in the network.

16. A node in a network storing computer instructions
performing:

receiving a request for at least one service, and

searching stored information at the node for at least one of

a service path and a service node operable to provide the
requested service, and the searching further comprises
searching the stored information to identify a plurality of
service nodes operable to provide the requested service
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in response to a service path not existing that is operable
to provide the requested service;

applying a clustering algorithm to the plurality of service

nodes to identify a set of candidate service nodes from
the plurality of service nodes closest to a node request-
ing the service and to further reduce the size of the set of
candidate service nodes; and

providing the set of candidate service nodes to the node

requesting the service such that the node requesting the
service can measure a distance to each of the set of
candidate service nodes to determine a closest candidate
service node that is operable to provide the requested
service and satisfy a QoS characteristic identified in the
request, wherein the QoS characteristic is associated
with delivering the requested service.

17. The node of claim 16, wherein the stored information
comprises a global information table, the global information
table including at least location information and information
associated with services provided for nodes in a distributed
hash table overlay network.

18. The node of claim 17, wherein the distributed hash
table overlay network is a logical representation of a physical
network.

19. The node of claim 18, wherein the global information
table includes information for nodes physically close in the
physical network.

20. The node of claim 16,

wherein the searching in response to a service path not

existing further comprises searching in response to the
service path not existing that is operable to provide the
requested service and that is operable to provide at least
one predetermined QoS characteristic.

21. A non-transitory computer readable medium storing
computer software, the computer software comprising
instructions performing:

receiving a request at a node for at least one service;

searching stored information at the node for at least one of

a service path and a service node operable to provide the
requested service;

searching the stored information to identify a plurality of

service nodes operable to provide the requested service
in response to a service path not existing that is operable
to provide the requested service;

applying a clustering algorithm to the plurality of service

nodes to identify a set of candidate service nodes from
the plurality of service nodes closest to a node request-
ing the service and to further reduce the size of the set of
candidate service nodes; and

providing the set of candidate service nodes to the node

requesting the service such that the node requesting the
service can measure a distance to each of the set of
candidate service nodes to determine a closest candidate
service node that is operable to provide the requested
service and satisfy a QoS characteristic identified in the
request, wherein the QoS characteristic is associated
with delivering the requested service.

22. The non-transitory computer readable medium of claim
21,

wherein the searching in response to a service path not

existing that is operable to provide the requested service
further comprises performing the searching for the plu-
rality of service nodes in response to both the service
pathnot existing that is operable to provide the requested
service and that is operable to provide at least one pre-
determined QoS characteristic.
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